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Summary 

WP4 considers different interactive contexts besides web-browsing, including simulations and Virtual Reality 
(VR). In this report, we will look at VR and we will describe how the VR learning content will be adapted to 
the user’s profile and using the adaptation rules specified by the author when designing the course. Adapting 
VR learning material is done by adapting the presentation of VR objects, enabling and disabling behaviours 
and interaction, including VR objects conditionally, and by providing dedicated navigation possibilities. This 
report is structured as follow 

·  Chapter 1 gives an introduction by describing the relevant task, the purpose of the deliverable and 
the objectives of this tool. 

·  Chapter 2 presents the state of the art and related work. 

·  Chapter 3 discusses the adaptive delivery of VR content in the context of GRAPPLE. 

·  Chapter 4 presents the approach proposed for the adaptive delivery of VR content. 

·  Chapter 5 presents a summary. 

As the development of the GRAPPLE system is an ongoing activity, the design described in this document 
will be continuously updated to follow the improvements and refinements of the GRAPPLE developments. 
This will be reflected in the deliverables D4.2b and D4.2c. 
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1 Introduction 

1.1 Task and Deliverable Description 

This report is deliverable D4.2a of WP4. This deliverable is related to task T4.2. In the original proposal the 
task and the deliverable were formulated as follows: 

 T4.2 Design and implementation of an infrastructure for the adaptive delivery of VR (X3D) learning material 
(VUB, UniGraz) 
For VR, learning material presentation and user interaction is performed using a dedicated player (e.g., an X3D 
player or an Ajax3D player). It will be investigated how the VR learning content itself can be adapted to the 
user’s profile by including its objects conditionally and by providing dedicated navigation possibilities. This 
task will produce a software tool that, taking advantage of the infrastructures developed in WP1, WP2 and 
WP3, allows the adaptive delivery of VR learning material. 

D4.2a Design of the infrastructure for the adaptive delivery of VR learning material (VUB, M12) 
A delivery environment (software) will be designed allowing the adaptive delivery of VR learning material. 

 

The objective of the report is to provide a description of how the adaptation of VR learning content based on 
the Conceptual Adaptation Model (CAM) and the learner’s profile will be accomplished within GRAPPLE.  

 

1.2 Objectives of the VR Delivery Platform 

The purpose of the VR delivery platform is to make it possible to include virtual reality learning material, e.g., 
a virtual environment containing different 3D objects, in an adaptive course and to adapt this material at 
runtime according to background and knowledge of the learner and the adaptive rules specified by the 
author while designing the course. 

 

1.3 Outline of the report 

The report will start by reviewing work that has been done in the context of adaptation for Virtual Reality 
(chapter 2). Chapter 3 will discuss adaptive delivery of VR content in the context of GRAPPLE. Chapter 4 will 
elaborate the approach proposed to allow VR learning content to be adapted to the learner’s profile by 
including its objects conditionally. Chapter 5 will conclude this report. 

2 State of the Art & Related Work 

This section will review related work dealing with adaptation in 3D environments. This section has a large 
overlap with the section “State of the Art & Related Work” in the deliverable D3.4a, which deals with the 
specification of an authoring environment for virtual reality. This is because in most work on adaptation for 
3D environments, there isn’t a strict distinction between the authoring and delivery. So, that kind of work is 
relevant for both deliverables. To indicate the overlap between the two deliverables, the sections that are 
exactly the same are indicated by means of a vertical line in the left margin in both documents.   

Brusilovsky et al. (2002) have developed an approach that supports different navigation techniques in the 
context of 3D shop. Their approach is based on Adaptive Hypermedia methods, which they have extended 
to Virtual Environments (here a 3D shop). They have introduced:  
 

Direct Guidance. This technique is based on the principle used in adaptive hypermedia where the 
user receives the best ‘next’ link according to his background. They have extended this principle to 
VR where the link is replaced by a viewpoint in the virtual world and where the best viewpoint 
according to his background, is given to the user. 
 
Hiding. This technique is based on the principle used in adaptive hypermedia where the navigation 
is restricted to a set of links. To realize this, they create different viewpoints for a specific object. 
These viewpoints are inside a scene sphere and as a result, the user cannot view any object out of 
this sphere. They have defined a new technique called Gaze Fixation where users can walk past 
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the object with a system-generated orientation. It allows users to still control their position but not 
their orientation. 
 
Sorting. This technique is based on the principle used in adaptive hypermedia where the links are 
sorted according to the user’s goal. A standard adaptive hypermedia application creates links 
related to a specific topic and arranges them according to their relevance. They have extended this 
principle to 3D environments by introducing Point of Interest navigation that adjusts the viewer’s 
motion speed logarithmically in relation to the distance from an object of interest. 
 
Annotation.  In adaptive hypermedia, a link can be displayed differently according to the user’s 
interest. For instance, the colour of a link can be changed or its visualization can be changed. They 
have extended this principle to 3D environments in two ways: either by drawing an arrow pointing 
to the possible interesting object (see left side of figure 1) or by using the flashlight technique that 
highlight the object of interest (see right side of figure 1). 
 
 

 

Figure 1. Adaptive Navigation technique 

 
Santos and Osorio (2004) have introduced another approach for adaptation in Virtual Environments.  Their 
approach is called AdapTIVE (Adaptive Three-dimensional Intelligent and Virtual Environment) and is based 
on agents, called Interactive and Virtual Agents (IVAs) that assist the users and help them to interact with the 
environment. These agents help the user to discover the environment by providing him more information 
about interesting products, and by guiding him to their preferred area or products. Figure 2 displays the 
architecture of the proposed approach. They have applied their approach to E-commerce and Distance 
Learning systems. 
 

Figure 2: Santos and Osorio Software architecture 
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Daschelt et al. (2002) have developed an approach that provides adaptation to the user’s device. Their 
approach suggests different alternatives with respect to the screen space usage for the same 3D interface 
element and information presented. Furthermore, 3D content is also considered in media adaptation. For 
instance, they describe a showcase where the seat capacity of a conference room can be adapted (see 
figure 3). The work presented in this paper is more on adapting the content for large audience, but not on 
personalization. 
 
 

 

Figure 3. Virtual Conference 

Moreno-Ger et al. (2008a) have developed an approach called <e-Adventure> which is an educational game 
engine designed to facilitate the creation of interactive educational content. It supports an adaptive model. 
The <e-Adventure> platform also includes a visual editor that facilitates the creation of the documents that 
describe the games (see figure 4). The platform can be integrated with a virtual Learning Environment 
(Moreno-Ger et al., 2008c). In their approach (Moreno-Ger et al., 2008b), the engine queries the Learning 
Management System for a set of properties (like for instance, the grade of a student) that are used to adapt 
the game. The games are defined so that different values of those properties will change the initial state of 
the gamer and as a consequence the game will be adapted. In this work, the content is adapted at the 
beginning of the game based on the student’s profile. The work presented is very interesting in the context of 
GRAPPLE as it does provide an authoring tool allowing authors to create courses and it does provide some 
adaptations. However, the adaptations are only done between sessions or during an evaluation. 
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Furthermore, the content is mostly 2D, no true 3D. 

 

Figure 4: <e-adventure> Authoring tool 

Celentano and Pittarello (2004) have developed another approach for adaptive navigation and interaction 
where a user’s behaviour is monitored in order to exploit the acquired knowledge for anticipating user’s 
needs in forthcoming interactions. The approach uses sensors  that tells when an object has been interacted 
with. These sensors collect usage data and compare them with previous patterns of interaction. These 
patterns represent sequences of activities that users perform in some specific situation during interactive 
execution of tasks and are encoded in Finite State Machines. Whenever the system detects that the user is 
entering a recurrent pattern of interaction, it may perform some activities of that pattern on behalf of the user. 
Their approach focuses more on the navigation and interaction.  

In 2000, Chittaro and Ranon (Chittaro & Ranon, 2000) has described how to introduce adaptation inside e-
commerce. Their approach is called ADVIRT. A set of personalization rules exploits a model of the customer 
to adapt features of the VR store, such as the display of products through the concept of shelf, display spots 
and banners. They have also customized and personalized the navigation and different layouts of the store. 
The work reported in this paper focuses on E-commerce.  

In 2002, Chittaro and Ranon (Chittaro & Ranon, 2002) have introduced a software architecture for adaptive 
3D web sites called Awe3D (Adaptive Web 3D) which can generate and deliver adaptive Virtual Reality 
Modelling language (VRML). Awe3D has three modules (see figure 5) namely a Usage Data Sensing 
module, a usage Data Recorder module, an adaptive engine and 3D content creator. The Usage Data 
Sensing module is to monitor user’s interaction with 3D Virtual Environment and sends the relevant events 
through the Internet. The Usage Data Recorder module is responsible for receiving the events sent by the 
Usage Data Sensing module and for recording them in the user model. The adaptive engine is responsible to 
perform inferences needed to update the user model and given the current user model to compute a set of 
adaptation choices for requested adaptive content. The 3D content creator accepts content request from the 
client. 

 

Figure 5. Awe3D 

In their approach, the user models contain: 

�  Demographic data: gender, year of birth, product categories  
�  User preference: presence of audio and music, store size, style 
�  Usage Data: data recorded by the usage data recorder and used for updating the user model 
�  Product interest ranking: ordering product categories according to customer’s interests 

Their work targeted E-commerce and not E-learning. However it shows how 3D content can be personalized 
according to the user. The work was done using the Virtual Modelling Language (VRML), which is the 
predecessor of X3D.   
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In 2007, the same authors has explained in a paper entitled “Adaptive 3D Web sites” (Chittaro & Ranon, 
2007b) that adaptation can happen for navigation and interaction in order to help the users in finding and 
using information more efficiently. For navigation and interaction, they proposed direct guidance, hiding, 
sorting and annotation based on the work of Brusilovsky et al. (2002). Furthermore, they suggested an 
alternative approach for sorting and annotation by using virtual characters that act as navigation guides to 
show users the path to an object or to a list of objects of interest, and to provide annotations in the form of 
additional information on navigation and interaction possibilities. An example of a humanoid character is 
shown in figure 6. 

Based on their previous work (Chittaro & Ranon, 2004), Chittaro and Ranon have extended the E-learning 
platform EVE (Chittaro & Ranon, 2007a). They introduced Adaptive EVE that is tailored to the knowledge 
level of a student and to their preferred style of learning. In that approach, they try to re-create the feeling of 
learning like in real-life. The student has to perform exercises and learn new materials adapted to students’ 
background. To achieve adaptivity in the context of EVE (Chittaro & Ranon, 2008), they have used the AHA! 
engine which was originally developed for adaptive hypermedia applications. Figure 7 provides an overview 
of their architecture. They have associated every concept in the domain model with related code in the 
Virtual Environment. When a student queries a specific concept by clicking on the object, the system will 
display the corresponding VE code depending on the current user’s level of knowledge. So the AHA! engine 
will use the user model and adaptation model to choose which 3D contents should be presented to student. 
To demonstrate their work, they have developed a course on X3D where the 3D content adapts to the 
student’s background. 
 

 
Figure 6. humanoid character 
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Figure 7. E-learning adaptive environment 

 

This work is certainly close to the work to be developed for GRAPPLE. This work is not generalized enough 
so that any author can use an authoring tool for creating courses having 3D adaptive virtual environment. It 
certainly provides us with a lot of information on what to adapt and how to perform the adaptation. 
Furthermore, it is not clear if they have to reload the complete virtual world once the virtual world has been 
updated. If it is the case, then it will be very slow for large virtual worlds. More information on X3D is given in 
Brutzman and Daly (2008). 

 

3 Adaptive Delivery of VR content in the context of  GRAPPLE.   

To make this document self-contained, we will start by reviewing the different components of a Virtual 
Environment (VE). This section has also been given in deliverable 3.4a. To indicate that it is the same 
section, we have again indicated this with a vertical line in the left margin. Next, we will briefly review the 
different adaptation types and adaptation strategies for VR identified in deliverable D3.4a. This is needed to 
point out some specific requirements for the adaptive delivery of VR content, which will be given in chapter 5. 
In the last section of this chapter, we will position the VR adaptive delivery platform in the overall architecture 
of GRAPPLE. 

 

3.1 Different Components of VR 

In this subsection, we will first review the different parts of a Virtual Environment (VE). A VE is a 3 
dimensional virtual world, called the scene, containing (3D) objects. Objects may have behaviours (e.g., 
move, transform, animate) and it may be possible for the user to interact with them. Furthermore, sound may 
be important and multi-user VEs also have to deal with communication. Therefore, a VE is usually built up of 
six main components, namely: 

·  The scene  
·  Objects 
·  Behaviours 
·  Interaction 
·  Communication 
·  Sound 

Note that a VE is implemented using VR-technology; therefore a VE is sometimes also called a VR-
application. For GRAPPLE, we will only consider VE and 3D graphics specified into X3D, which is an XML 
based file format for representing 3D computer graphics (Brutzman and Daly, 2008). 

We now describe each of the components into a bit more detail. 
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3.1.1 The Scene  
The scene corresponds to the environment, also called the virtual world, in which the objects are located. It 
usually contains the following components: 

- Lights.  
- Objects  
- Viewpoints 
- Cameras 
- Physical properties (like for instance gravity) 

3.1.2 Objects 
The objects are the entities that are populating the scene. In general, these are 3D objects. They have a 
geometrical form (or shape) and material properties like texture, colours. Furthermore, they have a position 
and an orientation in the scene. 

3.1.3 Behaviours 
Objects inside a VE may have behaviours. For instance, they can move, rotate, change size or have more 
complex behaviours like performing some simulation of real life behaviours.  

3.1.4 Interaction 
The user must be able to interact with the VE and its objects. For instance, a user may be able to pick up 
some objects and drag them to another place. Interaction may be achieved by means of a regular mouse 
and keyboard or through special hardware such as a 3D mouse or data gloves (Gutierrez et al. 2008).  

3.1.5 Communication 
Nowadays, more and more VEs are also collaborative environments in which remote users can interact with 
each other. To achieve this, network communication is important. Although collaborative environments are 
becoming more and more important, we will not consider them in GRAPPLE. Therefore, adaptation of 
network communication will not be considered in this document.  

3.1.6 Sound 
VEs may also include sound (Gutierrez et al., 2008). Some research has been done over the last ten years 
in order to simulate sound in VEs. Sound can also be considered as a component of the scene. 

 

3.2 Adaptation for VR 

In deliverable D3.4a we have identified possible adaptation types for VR material. Next to adaptation types 
that allow adapting the individual components (objects, behaviours, interaction), we have also identified a 
number of adaptation strategies. These adaptation strategies go beyond the adaptation of a single object, 
behaviour or interaction. Usually, they will have an impact on several aspects of the VE or on a larger part of 
the VE.  In principle, adaptation strategies can be defined by means of the adaptation types defined. In figure 
8 an overview of the adaptation types and adaptation strategies identified for VR is given (figure taken from 
deliverable D3.4a). An elaborated discussion on this can be found in deliverable D3.4a. 
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Figure 8: Overview of VR specific adaptation types and adaptation strategies (see deliverable D3.4a) 

 

3.3 Position of the VR Delivery Platform in the GRA PPLE Architecture 

The GRAPPLE tool will allow authors to create an adaptive course and learners to take the course. While 
learners are taking the course, the content should be adapted according to the adaptation rules specified by 
the author of the course. The adaptive delivery of the course is done by the GRAPPLE Adaptive Learning 
Environment (GALE). The development of the Adaptive Learning Engine is part of WP1. Deliverable D1.3a 
gives its specification. A high-level overview of the architecture of GRAPPLE is given in figure 9.   
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Figure 9. GRAPPLE high-level overview (see deliverable 3.1a) 

 

However, the GRAPPLE Adaptation Learning Environment (GALE) that will be developed in WP1 will not 
take into consideration the adaptive delivery of VR content. To be able to achieve the adaptations that we 
envisage for VR (see section 3.2), it will be necessary to extend GALE. How this will be done is explained in 
the next chapter.  

 

4 Design of the VR Adaptive Delivery Platform 

This section describes the approach that we propose to allow for the adaptive delivery of VR.     

As explained in section 3.3, the basic idea is to realise the VR adaptive delivery platform as an extension of 
the adaptive learning engine that will be developed in WP1. However, the design of the adaptive delivery 
platform and the design of the adaptive engine in WP1 were planned in parallel. As the design of the 
adaptive engine was not stable at the time of our design this means that we had to make preliminary 
assumptions based on information from the WP1 team and the previous AHA! System1. Note that due to this, 
the design in this document may be subject to change.   

Before elaborating on the design of the extension proposed (section 4.2), we will first review the current 
architecture of GRAPPLE system (section 4.1). 

 

4.1 The GRAPPLE System 

To start, we will give a more implementation oriented architectural view of the GRAPPLE system (see figure 
10). As illustrated, the system will be realized as a Web application. This means that it will use a client-server 
architecture. We will first describe the server side, and then the client side. As far as the server side of the 
GRAPPLE system concerns, only the components in the upper part of figure 10 are directly relevant for our 
design. These are the following components: the User Model, the Application Content, GRAPPLE specific 
rules, GRAPPLE Adaptive Learning Engine and the client. We will describe these components briefly. 

 

                                                      
1 : http://aha.win.tue.nl 
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Figure 10. GRAPPLE Overview 

 

4.1.1 User Model 
The User Model (UM) can be considered as one of the key components in any adaptive system in general 
(at least when considering adaptation for personalization). In general, the user model keeps track of the 
user’s preferences, goals, background, and activities performed. In GRAPPLE, this information will (mainly) 
be provided by the Adaptive Learning Engine. One of the roles of the Adaptive Learning Engine is to provide 
information about the activities performed by the learner in the learning environment (e.g., what was selected 
and presented) to the user model service to allow this service to update the relevant information in the 
learner’s user model. More on the User Model can be found in the deliverables of WP2 and WP6. 

4.1.2 Application Content 
The Application Content is a (possible virtual) repository that contains all the course materials. Note that 
learning material can be scattered over the Internet and therefore, the application contents are actually 
pointers pointing to the different repositories containing the materials.  

4.1.3 GRAPPLE Specific Rules 
The CAM allows the author to specify how adaptation should be done according to the learner’s user model. 
The information provided in the CAM will be translated into GRAPPLE Adaptation Language (GAL) 
specifications (see deliverable 1.1a), which in turn will be translated into GRAPPLE specific rules, which will 
be the input for the Adaptive Learning Engine.  GAL defines a navigation structure that can be adapted and 
personalized for its users (more specifically here: students). GAL is based on Semantic Web specifications 
and languages. It uses a Turtle-like syntax to construct an RDF graph for each model. It includes variables, a 
set of data structure, a representation of “links”, conditional and events.  
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4.1.4 Grapple Adaptive Learning Environment 
The GRAPPLE Adaptive Learning Environment (GALE) is responsible for delivering adapted content to the 
browser. It also will tell the browser what to update and how. Next, it is also responsible for some 
bookkeeping. Internal variables should be maintained in order to be able to instruct the User Model service 
what to update in the learner’s user model.  GALE is also in charge of retrieving the content for the course 
from the Application Content and adapting it if necessary.   

As already mentioned, GALE will be based on the AHA! System of which currently version 3 is available. 
Figure 11 provides an overview of the core architecture of GALE engine. More on this can be found 
deliverable D1.3a.  
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Figure 11. Core architecture of GALE (taken from deliverable 1.3a) 

  

GALE uses a servlet and event bus to communicate to the outside world and also to communicate through 
the event bus to the different components inside GALE. The event bus is used firstly to receive events sent 
by the different GRAPPLE components and secondly to allow a GRAPPLE component to listen to events 
sent to other GRAPPLE components. The servlet called AHAServlet coordinates most of the work done by 
GALE as a direct result of requests by users.  
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Processors are responsible for loading resources (like XML files), for performing adaptation to some parts 
(depending on the occurrence of certain tags) and for producing output to be sent in the reply to some 
request (e.g., from the browser). Processes are used in a processing pipeline. 

GALE can be easily extended with new processors that can be used anywhere in the processing pipeline. A 
ConceptConfig file will indicate which processors should be used.  

4.1.5 Client Side 
As far as it concerns the learner’s environment, the client side of the GRAPPLE system only consists of the 
browser used to view the adaptive course. 

    

4.2 Extensions 

In order to be able to make the delivery of VR content adaptive, some extensions to the GRAPPLE system 
are needed. There are essentially two kinds of extensions needed: a specific set of adaptation attributes is 
required in the user model and an extension of GALE. 
 

4.2.1 VR-specific Adaptation Attributes 
For VR content, the actual adaptation to be performed is expressed in terms of the specific VR adaptation 
types identified in deliverable D3.4a and reviewed in section 3.2. However, some VR-specific information will 
be needed to be able to execute these adaptations. We illustrate this with an example. To be able to perform 
the adaptive behaviour associated with the adaptation strategy displayAtMost that displays an object at most 
a given number of times, the system needs to keep track of how often the object has already been displayed 
to the learner. We call this information VR Adaptation Attributes (AA).  

These attributes are similar to those in the user model that are tracking the learner’s knowledge and 
background, but the VR-specific AAs are related to the behaviour of the learner in the VE. In combination 
with the other information in the User Model, they are needed to decide when an VR adaptation needs to be 
performed.   

The AAs can be grouped into four categories: 

1. Adaptation Attributes for Display 
The Adaptation Attributes for display are needed to keep track of how often a concept has been 
visualized or hidden. The required AAs are: 

displayCount : this attribute keeps track of how often the concept has been visualized inside the 
VE. 

hideCount : this attribute keeps track of how often the concept has been hidden. 

2. Adaptation Attributes for Behaviour 
As with AAs for display, the adaptation attribute for behaviour is needed to keep track of how often a 
behaviour has been executed. 

behaviourCount : this attribute keeps track of how often the behaviour has been triggered for that 
concept.  

3. Adaptation  Attribute for Interaction  
The Adaptation Attribute for interaction is needed to keep track of how often a concept has been 
interacted with.  

interactionCount:  the attribute keeps track through how often a concept has been interacted with. 

4. Adaptation Attribute for marking 
The Adaptation Attribute for Marking is used by the adaptive system to keep track of how often the 
concept has been marked.  

markCount : this attribute stores how often the concept has been marked. 
 

5. Adaptation Attribute for Annotation 
The Adaptation Attribute for annotation is used by the adaptive system to keep track of how often the 
annotation for the concept has been displayed.  
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annotationCount : the attribute stores how often the annotation for the concept has been displayed. 
 

6. Adaptation Attribute for Navigation 
The Adaptation Attributes for navigation is used by the adaptive systems to keep track of how many 
times the end users have been walking close by the concept.  

nearbyCount : the attribute stores how often the learner has been walking close by the concept. 

4.2.2 GALE Extension 
The extension of GALE towards VR is realized by means of a browser plug-in. So, the plug-in is situated on 
the client’s side (see figure 12). This plug-in is responsible for updating the virtual environment, monitoring 
the learner’s behaviour, and sending information to the adaptive learning engine as well as making the 
necessary updates once the adaptive engine instructs to do so. As far as it concerns the retrieval of VR 
content, there are currently two options. The first option is that GALE is responsible for retrieving and 
forwarding the VR content to the VR plug-in. The second option (in figure 12 represented by the dashed box 
“VR Manager” and dashed arrows) is to also have a VR plug-in at the server-side that is responsible for 
retrieving the VR content using the information given by GALE and to send it back to the VR browser plug-in. 
Note that, in principle, both options are feasible. The first option is feasible because the format used for the 
VR content will be restricted to X3D, which is an XML based format and GALE will be able to deal with XML. 
In the second option, dealing with VR content is completely handled separately.  At this moment, it is not yet 
clear which option is the best.  This will become clear once the design of GALE is completely established.  

The VR (browser) plug-in will have three components namely the Monitor component, the Update 
component, and the VR player. An explanation of these components is given in the following subsections. 

 

 

Figure 12: Extended Architecture 
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4.2.3 VR Player 
This component consists of an existing VR player. A VR player will visualize the VR content. In principle any 
VR player can be used, but we require that it supports Document Object Model (DOM), javascript, Scene 
Authoring Interface (SAI) and X3D. An example of such a VR player is Ajax3D2, which uses the Vivaty 
player3. The scene Authoring interface is used to communicate to the VR player, here the Vivaty player. For 
instance, it is possible to add at runtime new objects to the scene graph using the Scene Authoring Interface.  

4.2.4 Update Component 
The Update Component is responsible for interpreting the adaptation received from GALE and for translating 
it into a form that can be understood by the VR player so that the VR player can display the adapted scene.  

It will also notify the Monitor Component each time a VR object is added or removed, or a behaviour or 
interaction is enabled or disabled.  

The interpretation of the information received from GALE will be done as follows. GALE should send an 
adaptation request with the needed information about the VR content and the required adaptation to the VR 
plug-in. As mentioned earlier, the VR content can be sent to the VR plug-in in two different ways, i.e. either 
directly by GALE or retrieved following the information given by GALE to the VR plug-in (for more details see 
earlier).  The information sent by GALE will be done via HTTP. The Update Component will receive the 
action-type (defined below), parameters (like the id of an object, reference to its VR material). Given this 
information, the Update Component will know how to instruct the VR player to update the scene.  

Based on the type of adaptation described in deliverable 3.4a, we have identified five action-types. These 
action-types will be used to perform the adaptive behaviour related with the adaptation types (AT) and 
adaptation strategies (AS) given in deliverable D3.4.a and reviewed in section 3.2.  

1. Create Object 
The Update Component will instruct the player to add objects to the scene in order to perform the 
required adaptation related to the following adaptation types and adaptation strategies: 

�  semi-hide: adding a semi-transparent shape which is nearly not transparent. 
�  semi-display : adding a semi-transparent shape which is nearly transparent. 
�  spotlight : adding a light on an object 
�  highlight : adding a wire-frame box around an object 
�  displayAnnotation : adding an annotation beside the object 
�  navigationJump: adding viewpoint 
�  MarkObjects: adding shape to a list of objects 
�  interactionAfter: adding a sensor to be notified when the learner touches an object 

 
2. Remove Object 

The Update Component will instruct the player to remove objects from the scene in order to perform 
the required adaptation related to the following adaptation types and adaptation strategies: 

�  remove: removing an object 
�  interactionAtMost: removing a sensor 

 
3. Hide object 

The Update Component will instruct the player to hide objects from the scene by taking them out and 
storing in an array their ids, their materials and their position and orientation. This is related to 
performing the required adaptation related to the following adaptation types and adaptation 
strategies:  

�  hideAnnotation: hiding an annotation 
�  displayAtMost : hiding objects 
�  FilterObjects: hiding the objects not in the list provided by FilterObjects 

 
4. Enable/disable Behaviour  

The Update Component will instruct the player to enable or disable behaviour. Needed are the id of 
the object and some specification on how to change the parameters of the object. This is related to 
performing the required adaptation related to the following adaptation types and adaptation 
strategies:  

�  enabledBehaviour : enable a behaviour 
�  disableBehaviour : disable a behaviour 

                                                      
2 http://www.ajax3d.org/ 
3 http://www.vivaty.com/ 
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�  behaviourAfter : start a behaviour after a certain criteria 
�  behaviourAtMost : run the behaviour until a certain criteria is met 

 
5. Change properties 

The Update Component will instruct the player to change the properties of an object. For this, it 
needs to retrieve an object by its ids and change its properties. This is related to performing the 
required adaptation related to the following adaptation types and adaptation strategies:  

�  changeSize : change the size of an object 
�  changeMaterialProperties : change the material properties of an object 
�  changeVRRepresentation : change the geometrical representation of an object 

 

4.2.5 Monitor Component 
The Monitor component is responsible for processing events received from the VR Player and to update the 
VR adaptation attributes. At each update, the VR plug-in sends the information on the VR attributes to be 
updated to GALE.  

We will now review how the update of the VR adaptation attributes is done by the Monitoring Component.  

4.2.5.1 For Interaction  

The VR player will send events when the learner interacts with an object (e.g., touching an object). These 
events will be caught by the Monitor Component through the Scene Authoring Interface (SAI) used by 
Ajax3D. By means of the type of event received, the Monitor component will know when it is an interaction 
event. The player will also pass the id of the VR object being interacted with. This will allow the Monitor 
Component to update the VR attribute interactionCount for that particular object and send this information to 
GALE as (VR object-id, interactionCount). 

4.2.5.2 Behaviour 

A behaviour starts when it is enabled. In that case, the Monitor component will ask GALE to update the VR 
attribute behaviourCount of that behaviour by sending to GALE the following information: (VR Object Id, 
behaviourCount). 

4.2.5.3 Display object 

The Monitor component will also keep track of what is displayed at each moment in time. This will be 
computed by keeping track of the position of the learner inside the Virtual Environment and his orientation, 
along with the clipping planes telling that objects behind these planes are not rendered by the player. The 
monitor will then be able to compute a clipping volume telling that objects located outside that volume are not 
visible. From this, the monitor will then send information to GALE to update the displayCount of an object. 
Therefore, the monitor component will send for each VR object being displayed the following information to 
GALE: (VR Object id, displayCount).  

VR rendering engines draw all objects which are inside a clipping volume. There can be cases where the 
GALE tells that a VR object should be hidden. But from the VR rendering engine point of view, it will still 
draw the VR object if not taken out of the scene since that VR object is inside the clipping volume. Therefore 
such VR object should be taken out of the scene so that the rendering engine will not draw it. However, it 
must be stored somewhere so that when GALE tells the VR plug-in to display it again, that VR object can be 
inserted back into the scene and being drawn again by the rendering engine. As a consequence in our 
software architecture, the Monitor component keeps track of when GALE tells that an object must be hidden. 
This means that the object will not be visible to the learner. The VR plug-in will keep the information about 
the hidden objects and the actual visible objects in a buffer. This also gives the advantage that the rendering 
of the scene will be accelerated, as the objects not being visible from an adaptation point of view will also not 
be drawn by the VR rendering engine.  

4.2.5.4 Marking 

When the Update Component instructs the VR player to mark an object, this means that it is actually creating 
a shape around the object (box or sphere). In the same way as for display, the Monitor Component will send 
to GALE the update (VR object id, markCount).   

4.2.5.5 Annotation 

This situation is similar to the marking. The Monitor Component will send the message (VR object id, 
annotationCount) to GALE. 
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4.2.6 Interaction with GALE  
Based on the draft design of GALE (deliverable D1.3a) at the time of making this design and on previous 
AHA systems, we suppose that the interaction from the plug-in to the GALE will be done via HTTP.   

4.2.7 Delivering of adapted VR Content 
GALE could provide information in an XHTML form to the VR plug-in. The XHML form should contain the 
following information: the type of adaptation action (Create Object, Remove Object, Hide Object, 
Enable/Disable Behaviour and Change Properties), the id of an object and its location. As mentioned in 
section 4.2.2, the VR content can be sent to the VR plug-in in two different ways, i.e. either directly by GALE 
or retrieved following the information given by GALE to the VR plug-in (for more details see earlier).  The 
information sent by GALE will be done via HTTP.  

Since our VR CRTs (see deliverable 3.4a) are specified in XML and may have conditions like if then else, we 
will probably use the XMLProcessor from GALE that converts an XML file into a DOM tree and we will need 
to add a new module to it (see deliverable D1.3a). Once a DOM tree has been created then XML processor 
is called to perform adaptation according to the “if, then else”. Then, a XML representation is generated and 
sent to AHAServelet that can then relate that to our VR plug-in.  Based on that, we may need to extend the 
XML processor to make the appropriate adaptation in order to give simple commands that may quickly be 
identified by our VR plug-in and ease its tasks.  

 

4.3 Prototype  

To validate parts of the approach, we have created a prototype. However, as GALE was not yet stable, we 
have decided to develop the prototype based on a previous AHA System namely with AHA! 3.0.  

The next subsections will describe the prototype and a scenario elaborated with the prototype. 

4.3.1 Design and Implementation of the Prototype 
To be able to reuse as much as possible of the prototype in the final implementation, we have paid very 
much attention to use AHA! 3.0 as a black box. Figure 13 shows a general overview of the architecture of the 
prototype with AHA! 3.0. 

The server side is the existing AHA! 3.0 software. This is implemented as a Java servlet running on Apache 
tomcat4. The server uses a database management system (MySQL) to store and manipulate the user model, 
adaptation model, domain (conceptual) model, and the application contents. The application content consists 
of standard web pages, and (in our case) 3D models. 
 
The AHA! 3.0 engine uses three types of information. The combined adaptation/domain model (AM/DM) 
represents the educational application’s adaptation rules and conceptual structure (as a graph of concepts 
and relations among them). When the user is interacting with the application, AHA! constantly updates the 
user model to reflect that the user learns more about each concept. AHA! uses the DM/AM and the user 
model to decide which application file or “page” to retrieve upon a user request, along with which fragments 
(such as text or images) to conditionally include in that page. AHA! reacts to HTTP requests and sends 
HTTP responses that contain a document (typically in HTML or XHTML, but any XML format should work). 
The direct interaction between the user and AHA! happens only on a page-by-page basis. Each time AHA! 
Requests a concept from DM, it retrieves it via an HTTP request. The AHA! engine executes rules from the 
Adaptation Model (AM), starting from those associated with the requested concepts (or page’s) access 
attribute. These rules can then update the user model concept attributes. A concept might have just one 
associated page, or it might have several. In this last case, AHA! adaptively selects one of them. It then 
retrieves and processes the selected page according to the AM and the user model by conditionally including 
fragments and/or objects and by deciding on the suitability of conditional links—special <a> tags in HTML— 
to other concepts or pages.  

To create adaptation inside a VR, we have chosen to use Ajax3D5 that uses the Vivaty player6 as VR player. 
This was chosen as it can use Ajax and be embedded inside the browsers Firefox and Internet Explorer. 
With this player, the VR scene can be accessed using the Document Object Model (DOM) and via the Scene 
Authoring Interface (SAI). As we did not want to change the source code of AHA! 3.0, we have used the 
                                                      
4 http://tomcat.apache.org/ 
5 http://www.Ajax3D.org/ 
6 http://www.vivaty.com/ 
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authoring tools provided by AHA! 3.0 to create our adaptation rules specific to VR. These adaptation rules 
are based on the ones defined in deliverable 3.4a like enable behaviour or display an object.  

 

 

Figure 13. Architecture of the prototype with AHA! 3.0 

 
In this prototype, the VR plug-in is composed of two components namely the Monitor component and the 
Update component. To monitor what the user does inside the VE, we have implemented the Monitor 
component, which monitors what the user does (like interacting with an object or passing nearby an object) 
and sends updates to AHA! 3.0, which on its turn updates the user model. The Update component is 
responsible for processing the data sent to from AHA! and talks to the VR player (here the Vivaty player) 
through the Scene Authoring Interface for making these adaptations. The AHA! system then interacts with 
the user model, the conceptual model and the adaptation model to perform some adaptations.  

We will now illustrate our approach by a very simple example, i.e. the concept planet Jupiter should be 
displayed in 3D once the user has seen a certain text about Jupiter twice. Therefore, we use the existing 
Concept Relationship Type (CRT) relation prerequiste with the condition (user.knowledge > 2). In this case, 
the value 2  means that the concept Jupiter must have been visited twice before the VR plug-in will display it. 
Visiting here means clicking twice on the bullet Jupiter displayed in the left panel in figure 14. If the condition 
is fulfilled then the jupiter.x3d file should be presented else the Jupiter.html file is presented. Note that the 
html page will displayed more text about the Jupiter in the top right panel of figure 14 while the file with 
extension .x3d will be displayed by the VR plug-in in the bottom right panel of figure 14. 

To know when the user has seen the paragraph on Jupiter twice, we use the standard way in AHA!, i.e. 
updating the user model each time the user clicks on the bullet Jupiter (see figure 14, left panel).  

Each time AHA! sends data to the browser, the Update component from the VR plug-in parses the data to 
see if it does contain an X3D tag. If so, then it knows that what is described between the X3D TAGs is 
relevant to him. What was before that tag and after that tag is then not relevant to him and is sent to the 
browser to update the content of the XHTML page. The Update component then interprets the information 
contained in X3D tags like here display jupiter.x3d instructing the VR player to load the file jupiter.x3d.  

In AHA!, each adaptation rules has a number of specific variables like for instance the user’s knowledge 
variable. These variables allow the adaptive engine to know how to instruct the update component how to 
update the virtual environment. The user model keeps track of required information about the learner’s data 
(number of visits to a concept, current user’s knowledge about a concept, etc). For example, once the 
learner has clicked on an object, the name of the object and the performed action (click) will be sent to the 
adaptive engine, which will update the user model according to that action. Updating the user model by the 
adaptive engine could happen by changing the values of the relevant attributes. For instance, the adaptive 
engine will increase the value of the “interest” attribute of a certain object when the learned has clicked on 
this object.  
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Figure 14. HTML Bullet 

 

4.3.2 An Example Course 
To test and evaluate our approach, we have used the prototype to create a VR course. The adaptive course 
is about the Solar System, also used as example scenario in deliverable D3.4a. This course has two types of 
content. Firstly, we have plain text, explaining the solar system from a scientific point of view. The learner will 
be able to read the explanation in a separate frame in the browser. Secondly, we have a VE of the solar 
system were different planets are displayed in 3D. The student will be able to navigate through the textual 
course content by using standard navigation, i.e. hyperlinks. He will also be able to navigate through the VE, 
which will adapt according to his knowledge and interests. At each step, the explanation displayed as well as 
the content in the VE will be changed according to the learner’s background and the number of times that he 
has visited the textual explanation about a planet. Furthermore, planets that are well known by the learner 
will stop rotating. When all planets have been studied, the learner will see the whole solar system. 

The conceptual model for our course is given in figure 15. We have defined concepts such as Sun, Inner 
solar system, Outer solar system, Earth, Mars, Jupiter, and Saturn.  
 
After having created the concept structure, resources were assigned to each concept using the AHA! 3.0 
authoring tool. Plain HTML pages as well as X3D files were assigned to the concepts. 

To have adaptation inside the VE, we have defined a number of VR specific adaptation rules (using VR 
CRTs defined in deliverable D3.4a). For instance, we have defined that text should be displayed inside the 
VE depending on the learner’s background.   

In our example, the user model is initiated when the learner starts the course. This is done by means of a 
registration form. In this form, the learner has to provide some personal info as well as some information 
about his familiarity with the concepts to study (Sun, Mars, Earth, Jupiter and Saturn) (see figure 16). In this 
way, it was easy to test the prototype with different levels of knowledge.  After the learner has filled in the 
registration form, the system will give the welcome page (see figure 17). It was specified by means of 
adaptation rules that in this page, the names of the planets familiar for him should be shown in green (in 
figure 17, these are Mars and Earth), and the names of the planets that he needs to learn should be given in 
red (in figure 17, these are Sun, Jupiter, and Saturn).  
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Figure 16. Registration form 

 

Figure 15: Domain model for the solar system 
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Figure 17. Welcome page 

 
Now, suppose that the learner has clicked on the Sun-link in the left panel of the browser window (see figure 
18). Then, a textual explanation of Sun will be displayed. It has been specified that the text describing the 
sun should adapt if the learner visits the Sun more than once, and once the learner has seen the text twice, 
then the 3D model of the sun should be displayed inside the VE (see figure 19).  
 

 

Figure 18. Start of the course 
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Figure 19. Visualizing the sun in the VE 

 
Once the sun has been presented and visited by the learner, the other planets will appear in the same way 
(see figure 20). At each step, the content in the VE will be changed according to the learner’s background 
and the number of times that he has visited a planet. Furthermore, planets that are well known by the learner 
will stop rotating. This adaptation rule is used to inform the learner that his knowledge about this planet is 
complete.   

When all planets have been studied, the learner will see the whole solar system (see figure 21).  

 

Figure 20. The VE while studying concepts 
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Figure 21. Concepts of the solar system visited by the learner 

 

4.3.3 Discussion 
The functionality of the prototype was limited, e.g., not all possible adaptations for VR (identified in 
deliverable D3.4a) have been tested using this prototype. Nevertheless, realizing this prototype has given us 
useful insight in how to connect the VR adaptation delivery platform to GALE and also provided us feedback 
on earlier design decisions. For instance, in the prototype with AHA! 3.0 most of the work had to be done in 
the VR plug-in, i.e. each time AHA! sends data, the VR Plug-in has to parse all this data in order to know if it 
does contain information relevant for him. With GALE it should be possible to avoid this overhead and have 
a more efficient way to connect the VR player. The initial tests did also allow us to investigate the 
requirements for the future GALE from the viewpoint of the VR. Next to the requirement to have a better way 
to embed the VR player, another requirement is the need to include VR specific adaptation attributes. These 
issues have been communicated to the team developing GALE.  

 
4.4  Summary 

This report describes the approach that will be used inside GRAPPLE for the adaptive delivery of Virtual 
Reality learning material. The report started by discussing related work addressing adaptive VR as well as 
software architectures used for delivering adaptive VR material. We then reviewed the architecture of 
GRAPPLE and indicated the position of the adaptive delivery platform for VR in this architecture. Next, we 
have identified and described the extensions needed to be able to realise the adaptive delivery of VR content 
within the GRAPPLE system. We also described the prototype that has been built to validate the approach 
taken. A small example adaptive course has been elaborated with this prototype.  

 

 

References 

Brusilovsky, P., Hughes, S., Lewis, M. (2002): Adaptive Navigation Support In 3-D E-Commerce 
Activities, Workshop on Recommendation and Personalization in eCommerce, Proceedings of 2nd 
international Conference on Adaptive Hypermedia and Adaptive Web Based Systems, Malaga, Spain, 
pp. 132-139. 



D4.2a - Design of the infrastructure for the adaptive delivery of VR learning material, 30-01-2009 

Design of the infrastructure for the adaptive deliv ery of VR, 30-01-2009 Page 28 (28) 

Brutzman, D., Daly L. (2008) : X3D: Extensible 3D graphics for Web Authors, The Morgan Kaufmann 
Series in Interactive 3D technology. 

Celentano, A., Pittarello, F. (2004): Observing and Adapting User Behaviour in Navigational 3D interface, 
In: Proc of 7th International Conference on Advanced Visual Interfaces 2004, (AVI 2004), ACM Press, pp. 
275-282. 

Chittaro, L., Ranon, R. (2000): Adding Adaptive Features to Virtual Reality Interfaces for E-Commerce, 
Proceedings of AH-2000: International Conference on Adaptive Hypermedia and Adaptive Web-based 
Systems, Lecture Notes in Computer Science 1892, Springer-Verlag, Berlin, August. pp.86-97. 

Chitttaro, L., Ranon, R. (2002): Dynamic Generation of Personalized VRML Content: a General 
Approach and its Application to 3D E-Commerce, Proceedings of 7th International Conference on 3D 
Web Technology, Web3D'2002, ACM Press, pp. 145-154. 

Chittaro, L., Ranon R. (2004): Using the X3D Language for Adaptive Manipulation of 3D Web Content, 
Proceedings of the 3rd International Conference on Adaptive Hypermedia and Adaptive Web-based 
Systems (AH 2004), Eindhoven, Netherlands. Springer- Verlag, Berlin Heidelberg New York, pp. 287-
290. 

Chittaro, L., Ranon, R. (2007a): Adaptive Hypermedia Techniques for 3D Educational Virtual 
Environments, IEEE Intelligent Systems (Special Issue on Intelligent Educational Systems), pp. 31-37. 

Chittaro, L., Ranon, R. (2007b): Adaptive 3D Web Sites, In Brusilovsky, P.,Kobsa, A., Nejdl, W. (eds.), 
The Adaptive Web - Methods and Strategies of Web Personalization, Lecture Notes in Computer 
Science Vol. 4321, Springer-Verlag, Berlin, pp. 433-464. 

Chittaro, L., Ranon R. (2008):  An Adaptive 3D Virtual Environment for Learning the X3D Language, 
Proceedings of the 2008 International Conference on Intelligent User Interfaces (IUI 2008), ACM Press, 
New York, pp. 419-420. 

Dachselt, R., Hanz, M., Meissner, K. : Contigra (2002): an XML-based architecture for component-
oriented 3D application, In proc of the 7th international conference on 3D web technology, ACM Press, 
pp.155-163.  

Gutierrez, M.A., Vexo, F., Thalmann, D. (2008): Stepping into Virtual Reality: A Practical Approach , 
Springer. 

Santos,D., C. T., Osorio, F. S.: AdapTIVE (2004): An Intelligent Virtual Environment and Its Application 
in E-Commerce, Proceedings of 28th Annual International Computer Software and Applications 
Conference (COMPSAC'04), pp. 468-473. 

Moreno-Ger, P., Sierra-Rodriguez, J.L., Ferandez-Manjon, B. (2008a): Games-based learning in e-
learning Environments, UPGRADE, vol. 12, no 3, pp. 15-20. 

Moreno-Ger, P., Martínez-Ortiz, I., Sierra, J.L., Fernández-Manjón, B. (2008b): A content-Centric 
Development Process Model, IEEE Computer, vol 41, no 3, pp. 24-30. 

Moreno-Ger, P., Burgos, D., Martinez-Ortiz, I, Sierra, J.L., Fernández-Manjón, B. (2008c): Educational 
Game Design for online Education, Computer in Human Behavior, vol 24, pp. 414-431. 

--, Ajax3D: http://www.ajax3d.org, accessed on the 2nd of December, 2008 

--, Vivaty Player: http://www.vivaty.com/, accessed on the 2nd of December, 2008 

--, Apache-tomcat: http://tomcat.apache.org/, accessed on the 2nd of December, 2008 

--, AHA! 3.0: http://aha.win.tue.nl:18080/aha/, accessed on the 2nd of December, 2008 

 

 


